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Abstract
Assurance of evolving large cyber-physical systems (CPS) is time-
consuming, and usually a bottleneck for deploying them with confi-
dence. Several factors contribute to this problem, including the lack 
of effective r euse o f a ssurance r esults, t he d ifficulty to integrate 
multiple analyses for multiple subsystems, and the lack of explicit 
consideration of the different levels of trust that different analyses 
provide. In this paper, we present an approach to assure large CPS 
that aims to overcome these barriers.
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1 Introduction
Assurance of evolving large cyber-physical systems (CPS) is a bot-
tleneck in deploying these systems with confidence and in a timely 
manner. Different factors contribute to this problem. One is the lack 
of effective reuse of assurance results. For example, a subsystem 
that has been previously assured should not need to be re-assured 
when integrated with other subsystems in a large CPS. Even within 
a single subsystem, the assurance results for some analysis do-
mains should be reusable in subsequent versions when the analysis 
assumptions have not changed. Another factor is the inability to 
integrate multiple types of assurance analyses with different levels 
of trust. Analyses differ along several dimensions, including their 
domain (e.g., timing, safety), their method (e.g., human inspection, 
testing, theorem-based), the fidelity of the artifacts used as input 
(e.g., source code, timing model), and the trust or confidence we
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can have on their results. Another factor is the interdependence be-
tween the assurance of the different subsystems that comprise the
CPS. For instance, the assumptions made by different subsystems
could potentially contradict each other (e.g., the speed of a drone
could have been assumed to be low for safety in one subsystem but
high for efficiency in another).

Our research project in large-scale assurance (LSA) is developing
an approach to overcome these barriers that slow down assurance
by supporting the composition of assurance analyses and results in
a representation we call argument architecture. With an underlying
formal representation and logic system, an assurance architecture
enables formal reasoning over such compositions. With this ap-
proach, it will be possible to automatically check that the assump-
tions made by different analyses are consistent and satisfied, and
to assess the level of trust of an assurance result based on multiple
analyses. This will enable focusing assurance efforts to achieve the
desired level of trust in different parts of the system.

2 Compositional Assurance Approach
In the previous section, we described how analyses differ in many
ways. LSA focuses on a higher level of analysis: the integration of
results from diverse domain-specific analyses for different parts of
the system; checking the logical soundness of the integration; and
determining the trust level of composed analysis results.

The main building block of the argument architecture is a judg-
ment, inspired by the notion of judgments in logic, which is a dec-
laration that the expressed proposition is true. In LSA, a judgment
expresses that a domain-specific analysis has shown a guarantee to
hold at a given trust level under some assumptions. Visually, we
represent a judgment as shown in Fig. 1. In the underlying logic, a
judgment has the form Γ ⊢ 𝐴 : [𝐺]𝐶@𝑇 , where 𝐴 is a label for the
analysis, Γ is the set of assumptions, 𝐺 is the guarantee shown to
hold for component 𝐶 at trust level 𝑇 .

Assumptions Guarantee 
@trust level

Analysis

Figure 1: Visual representation of a judgment.
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Currently, we use a trust concept based on resources, where a
resource is anything that affects the result of an analysis for a
given component, such as inputs, configuration parameters, or
other properties. For example, for a stability analysis for a flight
controller subsystem FltCtl, the resources could be the velocity
and altitude of the drone. These resources define the dimensions
of a space, and intuitively, the more of this space an analysis has
covered, the more trust we can place on its results. Now, suppose
that the analysis of the stability of FltCtl assumes that another
subsystem provides reference points (i.e., fine-grained waypoints)
at a frequency 𝑟𝑝 𝑓 of at least 5Hz, we can write its judgment as
[𝑟𝑝 𝑓 ≥ 5]𝐶@𝑇 ⊢ 𝐴𝑠𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 : [𝑠𝑡𝑎𝑏𝑙𝑒 (𝑥)]𝐹𝑙𝑡𝐶𝑡𝑙@⟨𝑇,𝑎𝑙𝑡>200⟩ . In this
judgment,𝐶 and𝑇 are placeholders for the component or subsystem
𝐶 that will satisfy the assumption at a trust level𝑇 . This shows how
an assumption’s trust flows through the analysis and is combined
with the trust level associated with the analysis (𝑎𝑙𝑡 > 200). Next,
we need a mechanism to compose judgments in the argument
architecture and see how trust flows throw it.

From an analysis of the drone’s software architecture, we know
that the reference points are provided to FltCtl by the Guidance sub-
system. Therefore, we know that a guarantee about the frequency at
which this subsystem provides reference points is needed to satisfy
the assumption of the previous judgment. In this particular case,
a timing analysis is required to provide that guarantee. The tim-
ing analysis proves this under an assumption about the total CPU
utilization on the computer where Guidance (𝐺𝑑) executes. This as-
sumption is that the sum of the utilization of Guidance,𝑈𝐺𝑑 , and all
other tasks,𝑈𝑜 , does not exceed the bound𝑈 . This can be expressed
as [𝑈𝐺𝑑 +𝑈𝑜 ≤ 𝑈 ]𝐶𝑀@𝑇𝑀 ⊢ 𝐴𝑡𝑖𝑚𝑖𝑛𝑔 : [𝑟𝑝 𝑓 ≥ 5]𝐺𝑑@⟨𝑇𝑀 ,𝑇1 ⟩ .

The underlying logic system has inference rules that explicitly
handle trust levels. The soundness of the composition of the two
judgments presented, shown in Fig. 2, can be formally verified by
applying the cut rule. In addition to the assumption of the stability
judgment being satisfied by the guarantee of the timing judgment, a
sound composition also requires that the trust level of the resulting
stability guarantee is not greater than the trust level of the guarantee
that satisfies its assumption (i.e., 𝑇 ⊑ 𝑇1). This shows how trust
flows through the composition of judgments and consequently
through the argument architecture.

𝑟𝑝𝑓 ≥ 5
𝐺𝑑@𝑇 stable (𝑥) 𝐹𝑙𝑡𝐶𝑡𝑙@ 𝑇 ,𝑎𝑙𝑡 >200
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𝑈𝐺𝑑 + 𝑈𝑜 ≤ 𝑈 𝑟𝑝𝑓 ≥ 5
𝐺𝑑@𝑇1
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Figure 2: Composition of judgments.

With these elements and other inference rules in the logic sys-
tem, the judgments are structured in the argument architecture to
reflect the structure of the analyses that are used to reason about
the assurance of a CPS. The argument architecture can then be
checked to make sure that there are no unsatisfied or mismatched
assumptions and that there are no logical inconsistencies. With the
underlying representation of the judgments and their composition
in the logic system, the argument architecture becomes a proof

of the top-level claims or guarantees of the system that must be
assured, and the formal analysis of the argument architecture is
the checking of the soundness of that proof.

The explicit consideration of trust levels in the argument archi-
tecture, and their propagation through it allows not only seeing
how different analysis contribute to or affect the overall trust in
the guarantees, but also focuses assurance efforts were it matters.

3 Current and Future Work
The logic system to formally reason over the composition of as-
surance results has been developed. We are developing a tool to
construct the argument architecture visually with the symbology
used in this paper. It uses the OMG Structured Assurance Case
Metamodel (SACM) for the underlying representation. There is still
work to be done to address practical concerns for the adoption
of the LSA approach, including a methodology to develop the ar-
gument architecture and capture the trust levels associated with
its judgments. Finally, we want to extend the concept of trust to
encompass other dimensions, including rigor and fidelity.

4 Related Work
Assurance cases are structured arguments to show how evidence
supports claims that the system has some property, such as being
safe or secure to operate [2, 3]. In the current state of the practice,
the argument steps that decompose claims into subclaims are often
inductive [1]. However, this does not ensure that the children for-
mally imply the parent claims. To address this lack of soundness,
researchers have proposed adding formality by making argument
steps deductive, such that a claim is the logical consequence of its
subclaims [1, 4]. Notwithstanding, there is also a recognition that
having a completely formal assurance argument may be costly [3]
and impractical [4]. LSA judgments hide the details of how an
analysis was done, supporting less formal approaches like human
inspection, but provide a composition interface so that the result
of composition of the analyses can be formally checked.

5 Conclusion
We have provided a brief overview of LSA, an approach for as-
surance of large CPS. LSA aims to overcome some of the barriers
that slow down assurance by hiding the details of the different
analysis while allowing their sound composition using a logic sys-
tem that supports rely-guarantee reasoning with trust levels. We
believe that a methodology that integrates the co-design of the soft-
ware architecture with its argument architecture can provide solid
foundations for developing CPS that can be confidently assured.
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